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AN EVEN-PARITY/OI) D-PARITY FORMULATION
FOll DETERMINISTIC

TRANSPORT CALCULATIONS ON MASSIVELY
PARAL1,EL COMPUTERS (U)

t)y

J. E. Morel, L. A. Olvcy, G. W. Cla”~rn, J. A. Josef
University of California

Los Alamos National Laboratory
Los Alamos, NM 87545

Abstract:We have developed a highly parallel deterministic method for performing tim;-
depcndent particle (neutron, gamma–ray, or thermal radiation) transport calculations .-m
arbitrarily connected 3–D tetrahedral meshes. The standard discrete +xdinates metnod,
which is used to SOIVCthe first-order form of the transport equation, is cxtrcmcly
cumbersome to apply on such meshes and is based upon a mesh sweeping algorithm that is
highly sequential in nature. A serial 1-D code for the CR.A Y-YMP a,nd a parallel 1-1)
code for the CM-2 (Connection Machine) have ken written to test our basic method,
Comparisons bctwccn these two codes have shown that our ncw even/odd parity method is
highly parallelizablc.

1.lNTRODUC’1’ION
Radiation transport plays a major role in many different tcchnicid areas including

nuclear reactor dcsi~n, controlled fusion research, atmospheric scicncc, hcmith and

cnvironmcntid sa[cty analysis, and nuch~ar wrapons dcsigr~. ‘1’hu radiati(m transport

(?qllflthJ~ can hc cxprvsscd in the following form: 1

(2)
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discrete+rdinates or S,, method. *‘2 ‘l’his mcthodis based upon thcuscof finite differences

to approximate the spatial derivatives and quadrature methods to approximate the angular

integrals appearing in this equation. The energy variable is discrctized using the

multigroup method, which can be thought of as a type of Galcrkin method. The energy

domain is partitioned into a set of intervals, and each interval corresponds to an energy

group. The flux associated with an energy group is called the group flIIx and represents the

total flux due to particles having energies within that group. When discr~tized, the left

side of Eq. ( 1) takes the form of a Iowcr triangular matrix, which allows $1to bc directly

calculated given the source on the right side of Eq. (l). This gives rise to the standard

iterative method for solving 13q. ( 1), which is called source iteration, and call Ix!

represented as follcws:

where t dwmtcs the iteration index. F,quation (3) rcprcscnts the simplest form of source

iteration, which corresponds tu a Jacobi –t]pc itcration. ‘1’hcmost commonly used form of

source it~ration is related to a Gauss–Scidel mcthori, and is composed of what is called

inner iterations and outer iterations. lt is not important to understand these iterations in

detail. For our purposes it sufficm to say that inner iterations invol w only the soum

component rcsultii)g from transfers within a group, while outer iterations invdvc only thu

SOIIIcc cornpncnt resulting from trarrsfcrs M wren groups, The sourc(” ituration procws is

inhcrcntl y sequential, and hence not suited to rrmssivcly parallel computer architectures.

{Jnfortunatcl y, csscntiall y all techniques duvclopcd to date for solving the transport

quat,ion rcquiru a source it(:ratioll fit soruu point in ttw CiL]CU]iLtloll. F:)r instancu t lw

classic diffusion--synthctic schvmc and rcc~wtly dcvdop(xi multigrid schmncs rcql]iru n
I ,2,3s(mr(.(’itura:i(m to attmruatc high fruquvrlry (Irn)r nl(drs,

1.1l)l~;V14;l,01)M14:N’1’
Ati an idtrrnativc, wc m:mipulatr Itq. (1) into a form whirh is (’xtrvmdy amcnat)l(! to

pardld solution” tcchniqucs, Wr Iwgin by ddlnin~ ltw [IV(VII)zrity xnd odd. parity ftuxrs,

@+ and *” , rcspcctivdy,

(’1)
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(5)

It is not difficult to algebraically manipulate Eq. (1) into the following set of equations:

+1++

--ii “ v [titfl “ v #+)+a@+:l/+-ii;(q--/rn), (6)

1-++

*-. -fin . V$$++;;q-. (7)

(0)

where the even–parity and odd–parity sources, Q+ and Q– arc ddincd in am!cgy with Hq.

(4) and Iiq. (5) respectively.

Kquations (6) through (9) am redundant in that there arc two equations each fur @i”

and *–. Iiowcvcr, they arc not ncccstiarily redundant when solved numerically. In

particular, wc have dcvclopcd a finite-element formulation, based upon pimxwisc-linear

and ~)i(!ccwisc<onstallt trial spaces for 3-D tctrahw.lral meshes, such that Itqti. (6) and (7)

arc solved as a complctc syskm to provide #1+ at the tetrahedral nodes and ~– at the

M.rahcdral ccntcrs, while Itqs. (8) am! (9) arc SOIW-X!as a cornplctc systcm to provido #
+-at the tetrahedral nodes :md @ at the tctrahcdrid ccntcrs. Intcrmtingly, for idnl(~st ;dl

pritcticid applications, ortc generally needs to know ~– only on the surface of thu sytitcm

Ixwausr JIl quantities of physical interest in the inicrior of t hc sytitcm can Ix} calculated

fr(m~~+” k’urthcrmorcl boundary conditions allow onc to trivirdly calculate ~– from ~“{”itt

the outrr boundary nodes. ‘1’bus, onc need only tiolvc ltqso ((j) and (7) to obt:li II all

quant Ilius of pr;lctic;d intcrcst (:ol)st!(lll(!fltly, WC c[msidcr only this Hystum of C(~lliLti, )llS

for ttt’ rcmaindvr [)f this disrussi(m.
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Solving

used to solve

Eqs. (6) and [7) using a standard source iteration scheme analogous to that

Eq. (l), we obtain:

(lo)

(11)

Note that the left side of Eq. (10) corresponds to a symmetric positive+lefinite,

secon(i-mder operator that can he inverted using any technique developed f~r the standard

diffusion operator (spccifica!ly, frr our calculations, conjugate gradient with row and
“t~t+ i has been ohtaincd fromcciumn scalin as a preconditioned).4

f
Furthermore, once #

Eq. (10), #–’ ‘1 can bc explicitly obtained without a matrix inversion.

Wc have performed a foulicr analysis which indicates that this form of source

iteration has error attenuation properties very similar to those of the standard form,

I!q. (3), However, unlike the standard form, this ncw form is extremely compatible with

massively parallel computer arc hitcct urcs, k’urthcrrnorc, it appears that highly cfficicnt

acceleration schcmcs such as the diffusion-synthetic scheme for inner iteration

5 for outer iteration accclcration,accclcration, and t hc Iinear-multifrcqucncy-.gmy schcmc

can bc easily applied to Itqs. (6) and (7) on complicated mmhes, whereas great difficulties

arise in applying such schcmcs ‘mEq, (1) on such meshes. orm of tlw major dcficicncics of

modern numerical transport muthods is a lack of cffcctivc acceleration schcmcs for these

types of calculations. Thus, the approach that wc have mtlincd has the potential for

significantly advancing the statu+)f--thc -art for transport calculations on complicated 3-1)

meshes through the exploitation of massively paridlcl computing tcchniquvs.

1.2 RIHIJL’I’S
A 1–11 one oncrgy group tirr~(}-<l(!~x:ll(l(!ntslall-gvomclry version of the nuw

even--parity and odd--parity transport equations h~’, Iwm dud for both tho (; RAY-YM P
64and the (;M–-2 ((;ofln(!dlojl” Maci]inc). Ih)th wwsions urw basic rmurcc iteration with

lwo-m(mmit (IiffuHioll-gylltll(!tic accolcrati(m of the innvr itcrati(m:: al(mg with standnrd

S,, angular discrc!lzati(m and Iinmr C(mtinmms IInitc (’lwnunt spnti;d discrutixiltion (with

lumping of removal and s(mrco terms).
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We present computational

execution times (as the number

and the parallel CM–2 version.

65536) bit serial processors each

results for two problems. Each figure will be comparing

ofmesk cells is varied) between the CRAY–YMP version

The CM–2 or Connection Machine we use has 64K (or

with 32K bytes of memory, 64–bit floating-point Weitek

chips, and 10 gigabytes disk storage.

The first problem is a S *6,steady-state calculation with constant width mesh cells,

vacuum boundaries, and a flat source across the spatial domain. In both the CRAY–YMP

version and the CM-2 version we set the number of source iterations, set the number of

conjugate gradient iterations, and then varied the number of mesh cells while comparing

executio~l times between the twc versions. These results are shown in Fig. 1. For these

results only 32K processors (or half the machine) were used on the CM—2, and one cpu on

the CRA,Y–YMP. It may be seen that t},e parallelized CM–2 version performs better than

the CRAY-YMP version for all number of mesh cells. Specifically, at 225,000 mesh cells

the CM-2 version is approximately 2 times faster. Also, note that the CRAY--YMP curve

is extrapolated after 111,000 mesh cells since the probkm size excecdcd the CRAY’S

available memory.

The second problem is a S2, time-dependent calculation, with vacuum boundaries,

and a flat unit source across the spatial domain. For this problem we set the width of the

spatial domain to 50 mfp. The tnacroscopic scattering cross---sections zcroeth moment is

set at 2, and the first moment at 1. The macroscopic absorption cross-section is equal to 1

and there is no fission. For the results shown in Fig. 2 at each numkr of mesh cells wc

performed a time-dependent calculation with the time step set at ,()()5 sec and I() steps,

Itor each number of mesh cells we imrformed this tirr](~l[![)(:t~(!(!rlt calculation and

compared execution times bet wecn the Clt AY--YM P and CM-2 versions. ~~[)r th(~s(!

calculations wc used all 64K processors on the (;M–2, and 1 cpu on ‘he C1t AY }’Nl1’, ‘1’hc

parallvlizod ( ;M--2 version pcrforrns trotter than the (;RA Y-YM 1) vvrsion for ,1’i~lumtwr of

mesh culls, Spccifica]ly, at 200,()()0”mesh cells the (; M-2 vcrslon is ;ll)l)r(jxir]~fi,t’>ly4 times

faster. Again, note thi~t. the CM-2 had no difficulty handling problem sizes larger th:~n

250,()()[) mush c(.11s whcrus t h problcm siz(: [{(~t too Iargu for t,tw (;I{,AY- -’{M1) fit

approximately 200,000 mesh cell$.
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2. CONCLUSIONS
In conclusion, standard discret~rdinates, or Sn, is based upon a mesh sweeping

algorithm that is highly sequential in nature thus not suited to massively parallel computer

architectures. Our new even–parity/odd-parity method is bigldy parallelizable as seen

from the results presented.

The even–parity equation has been solved with isotropic scattering and S. angular

discretization. 10 However, with isotropic scattering the odd–parity doesn’t appear in the

even–pari ty equation. Thus, with isotropic scattering, one need not solve the odd-parity

equation.

Our method is “new” in that we are simultaneously solving the discretized Lndqrder

form of the even–parity transport equation and the discretized lst-order form of the

odd–parity transport equation ~otro “~ and ~wm
tic accel-. The basic discretized equations are

obtained by employing an Sri-like discretization in direction together with a

linear+ontinuous finite+lement discretization (with lumping of the remova! and tiourcc

terms) in space.

The diffusion-like equation for the even–parity flux is a major advantage for our ncw

methcd since much work has been done on parallel solution algorithms for the diffusion

equation (specifically conjugate gradient with row and column scaling). Another ma@r

advantage is the direct solution of the odd–parity equation; two diffusion matrices do not

have to be solved during each source iteration.

Many factors need to be investigated for 3–D multigroup calculations such as

generalizing linear multifrequency-grey to treat neutronics calculations with fission and

downscattcr. Also, for 3–D parallel calculations on the CM–2, we need to develop optimal

data storage and retrieval schcmcs, optimal iteration matrix and source vector generation

schcmcs, and an optimal conjugate gradient solvm, Illtimatcly, wc will have a

statcaf–the-art multigroup, time-dependent _ transport solver for neutron,

gamma-ray, or thermal radiation calculations on complicated 3–D tetrahedral meshes.
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